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Abstract-- Cardiovascular diseases (CVDs) continue to be
the predominant cause of mortality and morbidity. Major
trends in CVDs today include variations in prevalence across
age and gender, along with risk factors like hypertension, high
cholesterol, diabetes, obesity, smoking, and physical inactivity,
driving increased research attention. Predictive analytics using
machine learning (ML) models has shown potential in
identifying individuals at high risk, improving treatment
planning, and forecasting outcomes based on clinical data. The
advanced utilization of text-based electronic health records
(EHRs) supports personalized healthcare and CVD predictive
modeling. This study examines the predictive performance of
Support Vector Machines (SVM), Random Forest (RF), and
Bidirectional Encoder Representations from Transformers
(BERT) for cardiovascular disease prediction from clinical
text. Our evaluation highlights each model’s strengths and
weaknesses concerning accuracy and robustness.
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1. INTRODUCTION

Cardiovascular diseases (CVDs) significantly contribute
to global morbidity and mortality among adults. This paper
focuses on early disease prediction by analyzing its
prevalence, associated risk factors, and physical fitness
influences. Major behavioral risk factors include poor diet,
physical inactivity, tobacco use, and excessive sugar
consumption, while determinants like economic changes,
urbanization, aging populations, poverty, stress, and genetics
also play key roles. Management strategies involve treating
hypertension, diabetes, and high cholesterol to mitigate
cardiovascular risks and prevent complications. Accurate
prediction and early diagnosis are crucial for effective
treatment and improved outcomes.

Data mining plays a significant role in the medical field,
demonstrated by research conducted over the past few
decades. Factors such as diabetes, high blood pressure, high
cholesterol, and abnormal pulse rate are crucial in predicting
CVD. Machine learning techniques have become vital in
medical applications, especially for disease prediction. In
this paper, we investigate the effectiveness of various
machine learning algorithms in predicting cardio vascular
disease.
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We employed Random Forest, Support Vector Machines,
and BERT to build predictive models. The focus is on
integrating classical machine learning models with BERT
and evaluating their performance. The dataset used for this
study was obtained from Kaggle and includes structured and
unstructured data. All computations, preprocessing, and
visualizations were conducted on Google Colab using
Python

II. LITERATURE REVIEW

Machine learning has significantly enhanced the ability to
uncover hidden patterns, enabling advanced analysis in
clustering, classification, regression, and correlation tasks.
Its integration has improved medical diagnostics by
facilitating early detection of cardiovascular diseases,
reducing the need for costly clinical tests, and lowering
financial burdens on healthcare systems. Several studies
have leveraged machine learning models to predict heart
conditions using diverse datasets and algorithms. However,
many efforts have yet to optimize predictive accuracy when
utilizing electronic health records (EHRs) for CVD
prediction, particularly with complex clinical and
demographic data [1, 2]. Heart disease, also known as
cardiovascular disease, remains a leading cause of death
worldwide. Although machine learning methods have
demonstrated promising results in forecasting certain
medical disorders, they are not widely applied to predicting
individual CVD survival in hypertensive patients using
routinely collected big digital health data [4].

2.1 Related Works

Many researchers have developed cardiovascular disease
prediction frameworks using data mining techniques and
various algorithms, presenting future possibilities for
improved outcomes. Some notable works include:

e In [5], an accuracy of 86.63% was achieved, utilizing a
confusion matrix.

e In [6], machine learning algorithms like Naive Bayes,
Decision Tree, and K-Nearest Neighbors were used for
disease severity prediction based on user symptoms.

e In [7], data mining techniques were applied to clinical
datasets for classification and pre-processing,
improving prediction accuracy.



N

-
1JRDET

International Journal of Recent Development in Engineering and Technology
Website: www.ijrdet.com (ISSN 2347-6435(Online) Volume 15, Issue 02, February 2026)

e In [8], BERT achieved mean AUC areas of 97.9%,
97.8%, and 97.8% for groups with hypertension, EHR DATA
diabetes, and dyslipidemia.

e In [9], SVM and Random Forest models achieved
accuracies of 55.55% for heart disease prediction.

¢ In[10], a combined confusion matrix analysis revealed
differences in performance between MLP and other
models. Data Data

The studies indicate that using classical models (SVM and

Random Forest) alongside transformer-based models
(BERT) yields improved prediction rates. Our proposed
model uses a unified dataset for both classical and BERT-

based predictions of cardiovascular disease risk.

Structured Unstructured

Data
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III. METHODOLOGY Preprocessing Accuracy
The proposed methodology integrates structured and
unstructured EHR data for CVD prediction. Structured data /
includes variables like age, cholesterol, and blood pressure,
while unstructured data derives from clinical text. ( )
P . . . P . Feature Text
reprocessing involves handling missing values, removing . Xt
. .. . . Extraction Tokenization
outliers, and normalizing features. Feature engineering for and c .
structured data includes scaling and encoding categorical Scaling omparative

. . : . Analysis
variables. Text data is tokenized and embedded using

BERT’s pre-trained transformer architecture. Model training
was conducted in Python using Google Colab, evaluating
SVM, Random Forest, and BERT on the same dataset to —

ensure consistency. Figure 1 illustrates the proposed model "
architecture 1
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Fig 1. Proposed Model Architecture

74



N

1JRDET

International Journal of Recent Development in Engineering and Technology
Website: www.ijrdet.com (ISSN 2347-6435(Online) Volume 15, Issue 02, February 2026)

3.1 Data And Preprocessing

The dataset used in this study was obtained from Kaggle,
comprising 13 features, including age, gender, height,
weight, diastolic and systolic pressures, cholesterol, glucose,
alcohol consumption, smoking, and physical activity. It
contains nearly 70,000 patient records with a target class
‘cardio,' indicating CVD presence. Data cleaning process
involved handling missing values, detecting outliers, and
normalizing data. For structured data, feature engineering
focused on the 'cardio’ target, with scaling and categorical
encoding.

3.2 Model Description

Feature Engineering is a critical step in the machine
learning that involves transforming raw data into meaningful
features that improve the performance of predictive models.
It plays a crucial role in extracting useful information from
datasets, particularly in structured data or text-based data for
healthcare applications. The key concepts concentrate here
are feature selection, feature transformation, handling
categorical variable and missing data handling process. In
cardiovascular disease prediction, properly engineered
features from EHR data (e.g., age, cholesterol levels, systolic
blood pressure) are crucial for achieving high model
accuracy. For unstructured clinical text, feature extraction
using transformer-based models like BERT helps in
understanding the context of health conditions and
symptoms. By implementing the classical model (SVM and
Random Forest) it is sensitive to feature magnitudes, so
scaling continuous variables using StandardScaler or
MinMaxScaler ensures all features contribute equally to the
model.And also, we could encode the categorical data
variables like gender or cholesterol may be one-hot encoded
or label-encoded to convert them into numeric form. When
comes to transformer-based model (BERT) it requires text to
be tokenized into input tokens. In our implementation,
Hugging Face’s tokenizer was used for this purpose. The
embedding process is done by the BERT automatically
which generates dense vector representations (embeddings)
for each token, capturing the contextual meaning of words
in clinical notes. The output embeddings from BERT are
used directly as features for classification, replacing manual
feature extraction from clinical text. Table 1 displays the
comparison of Feature engineering Techniques for the
proposed model algorithms.
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Table 1-
Comparison of Feature Engineering Approaches

‘ Model H Feature Engineering Techniques
Scaling, feature selection, and encoding categorical
SVM .

variables

Random |Feature importance analysis, handling categorical

Forest |land continuous data

BERT Text tokenization and contextual embedding using a
pre-trained transformer model

IV. RESULT AND DISCUSSION

As a result of our implementation, we can analyze both
classical models together with the transformer-based model.
Our result depends on both quantitative analysis and
qualitative analysis. The metrics we have taken here to
analyze the performance of both SVM and Random Forest
are accuracy, precision, recall, and F1-score in Python. In
Fig 2 we produce the visualization of performance
comparison of three models Random Forest, SVM and
BERT by using the performance matrices such as Accuracy,
Precision, Recall and F1 Score values.

Performance Comparison of SVM, Random Forest, and BERT

M 152 " 053 192
I Random Forest 088
- ! 088 - 087
08 L 183

Scores

Precision Fecall
Performance Metrics

Accuracy Fl-score

Fig 2. Performance comparison of SVM and RF and BERT
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Each of the metrics can be plotted by using the following
calculation methods.

e Accuracy: Measures how often the model makes
correct predictions.

Accuracy= Correct Predictions
Total Predictions

e Precision: Focuses on how many of the predicted
positive cases are actually positive. It’s critical when
false positives need to be minimized.

Precision = True Positives

True Positives + False Positives

e Recall (Sensitivity): Measures how many actual
positive cases were predicted correctly. Important for
detecting true cases.

Recall = True Positives

True Positives + False Negatives

e Fl-Score: Harmonic mean of precision and recall,
providing a balanced metric.

F1Score = 2 x Precision x Recall

Precision + Recall

By analyzing all these metrics for both classical models
of SVM and Random Forest provides the overall better
accuracy.

By using the Precision and recall we can understand
whether one model is more conservative (higher precision)
or more sensitive (higher recall) in predicting cardiovascular
disease. The Fl-score indicates which model provides the
best balance between precision and recall, useful when both
false positives and false negatives have significant costs.
When we compare the both classical models with BERT
model, it give more accuracy in all the metrics by using pre-
trained language model uses contextual embeddings,
eliminating the need for traditional text vectorization
techniques, which are necessary for Random Forest and
SVM in handling the input data. BERT achieves a much
higher accuracy (e.g., 92%) compared to SVM (85%) and
Random Forest (87%).
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Precision for BERT (91%) surpasses both SVM (83%)
and Random Forest (86%). Higher precision means BERT
minimizes false positives, making it more reliable when
predicting positive cases of cardiovascular disease, which
helps in reducing the chances of unnecessary treatments or
alarms. BERT’s recall (93%) outperforms SVM (84%) and
Random Forest (88%). This reflects its effectiveness in
identifying most positive cases, important for ensuring
patients with potential cardiovascular issues are correctly
diagnosed. The F1-score, a balanced measure of precision
and recall, is highest for BERT (92%). This demonstrates
that BERT not only captures most positive cases but does so
with fewer errors compared to the classical models.

V. CONCLUSION

This study demonstrates a comprehensive comparison of
classical machine learning models (SVM and Random
Forest) and a transformer-based model (BERT) for
cardiovascular disease prediction. Our findings highlight
BERT's superior performance in handling unstructured text
data due to its contextual embedding capabilities. Unlike
traditional models requiring manual feature engineering,
BERT's pre-trained embeddings capture deeper semantic
relationships  within clinical narratives. This study
emphasizes the importance of leveraging advanced NLP
techniques for EHR-based predictive analytics, providing a
robust framework for improving disease detection in real-
world healthcare applications.
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