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Abstract— Predicting intrusion detection in a wireless 

sensor network (WSN) involves using machine learning 

algorithms to analyze network traffic data and predict 

whether an intrusion or security breach is likely to occur. 

The goal of intrusion prediction is to provide advanced 

warning of potential attacks and to allow for proactive 

measures to be taken to prevent or mitigate the impact of 

the attack. Several machine and deep learning algorithms 

can be used for intrusion prediction in WSNs. This paper 

presents the efficient deep learning technique based on 

artificial neural network for Intrusion Detection in 

Wireless Sensor Network. The simulation is performed 

using python spyder 3.7 software. Simulated results shows 

that the 99.99% accuracy in the predicted model.   

Keywords— WSN, NIDS, Machine, Deep, Python, 

Accuracy. 

I.  INTRODUCTION  

A wireless sensor network (WSN) is a type of network that 

consists of a large number of small sensor nodes that are 

distributed over a geographic area. These nodes are equipped 

with sensing, computation, and communication capabilities 

that allow them to gather and transmit data from their 

environment to a central location. 

WSNs are used in a wide range of applications, including 

environmental monitoring, industrial control and automation, 

healthcare, and military applications. They are particularly 

useful in scenarios where it is not feasible or cost-effective to 

install wired sensors. 

Intrusion detection is the process of monitoring a system or 

network for malicious activities or policy violations and 

detecting, alerting, or preventing unauthorized access, misuse, 

or modification of the system. The goal of intrusion detection 

is to identify security breaches and respond to them in a timely 

manner to minimize their impact. 

The Intrusion detection is an important aspect of wireless 

sensor networks (WSNs) as these networks are vulnerable to 

various security threats due to their distributed and resource-

constrained nature. Intrusion detection systems (IDSs) can be 

used to detect and respond to security breaches in WSNs. 

There are two types of intrusion detection systems: 

anomaly-based and signature-based. Anomaly-based IDSs 

detect deviations from normal network behavior, while 

signature-based IDSs match the observed traffic against a 

database of known attack signatures. 

In a wireless sensor network, intrusion detection can be 

challenging due to the limited resources available in the 

network nodes. Some common techniques used for intrusion 

detection in WSNs include: 

1. Energy-based detection: This technique measures the 

energy consumption of the nodes and detects 

anomalies in the energy consumption pattern. 

2. Data fusion: This technique aggregates data from 

multiple nodes to detect anomalies that cannot be 

detected by individual nodes. 

3. Distributed detection: This technique distributes the 

detection mechanism across multiple nodes to reduce 

the computational load on individual nodes. 

4. Machine learning-based detection: This technique 

uses machine learning algorithms to detect anomalies 

in network behavior. 

Intrusion detection is an important aspect of wireless 

sensor network security, and careful consideration should be 

given to the selection and implementation of appropriate IDS 

to protect the network against potential security threats. 
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II. METHODOLOGY 

The proposed methodology is explained using following 
flow chart- 

 

Figure 1: Flow Chart 

Steps- 

 First, using data from a publicly accessible, big 
dataset repository, create a final version of the 
dataset [13] based on the intrusion detection system. 

 The missing dataset is currently being sent and 
preprocessing has been completed. 

 The data that has already been processed has been 
divided into training and testing set. 

 Recently, a method based on the classification power 
of artificial neural networks has been put into use. 

 You should now assess several measures of 
performance such as F-measure, Precision, 
Accuracy, Recall, and Classification Error. 

Methodologically, the suggested study is built on the 
following sub-modules:: 

Data Selection and Loading 

 A data selection refers to the process of selecting a 
dataset and loading it into the Python environment. 

Data Pre-processing 

 "Noise or undesirable data" is removed from a dataset 
during data pre-processing. 

 Data deficiency correction and categorical encoding 

 Any blanks or nulls in the da-ta may be remedied 
with the help of the imputer library. 

 Dissecting a Dataset into Test and Training Sets. 

Splitting Dataset into Train and Test Data 

 Separating Train and Test Sets "Data splitting" refers 
to the process of separating a dataset into two 
separate sets, often for the purpose of cross-
validation. 

 One portion is used to construct a prediction model, 
while the other is used to evaluate the efficacy of that 
model. 

Feature Extraction 

Normalizing the independent variables in a dataset is what 
feature extraction is all about. Data normalisation, also known 
as data cleansing, is a process that takes place before any 
actual data processing is done.. 

Classification 

ANN- The artificial neurons of an ANN may be compared 
to nodes in a directed graph with weights. The link between a 
neuron's output and input is shown as a set of weighted 
directed edges. The Artificial Neural Network takes in data 
from an external source as a vector that represents a pattern 
and an image. The assigned value is represented by the 
mathematical expression x(n), where n is the number of 
inputs. 

 

Figure 2: ANN 

Following that, we multiply each input by its weight (these 
weights are the details utilised by the artificial neural networks 
to solve a specific problem). These weights are a common 
representation of the stability of the ANN's inter-neuron 
connections. A compilation of the input weights is stored 
inside the computing device. 
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If the weighted sum is zero, bias is applied with the 
intention of boosting the system's response. Both the bias and 
weight parameters are set to 1. In this case, the total of the 
input weights might be zero or infinite. To limit the response 
to a usable range, we first establish a maximum value and then 
pass the combined weighted inputs through the activation 
function. 

Prediction 

 Using a strategy for predicting intrusion detection, 
this research was able to correctly anticipate the data 
from the dataset by enhancing the overall 
performance of the prediction results.. 

Algorithm 

Input: Intrusion detection Dataset. 

Consider the basic information characteristics, such as id 
with id dur, proto, service, state, spkts, dpkts sbytes, dbytes, 
rate, sttl, dttl, sload, etc. 

Filtering the null value 

Sort the data set according to the characteristics you've 
chosen. 

Output: Best values for F-measure, Precision, Accuracy, 
Recall, and Classification Error 

Step:  1. now dataset is divided into 2 part train and test 
dataset like train of y and x and test of y and x 

 2. Extractions of features, features = {} for intrusion 
count: features [intrusion count] = True 

 3. Model selection and split 

Y train 

Y-test 

4. Use a classifier based on deep learning's artificial neural 
network. 

5. Confusion matrix with TP, FP, TN, and FN values 
shown. 

6. Determine the percentage of correct answers, standard 
error, recall, and f-measure. 

7. Create a ROC graph. 

Evaluation  

Accuracy, precision, and recall are the main metrics used 
to assess a classification model. 

 Accuracy is defined as the ratio of true positives to 
total positives, while recall is defined as the ratio of 
positives to negatives. 

 Accuracy = [TP +TN] / [TP+TN+FP+FN]; F1-Score 
= 2x (Precision x Recall)/(Precision + Recall) 

 Classification Error = 100- Accuracy  

Result Generation 

We'll utilise all of the classifications and forecasts we 
made to produce the final product. The efficacy of the 
proposed approach is measured by accuracy, error rate, and 
comparable metrics. 

III. SIMULATION RESULTS 

The Python Spyder 3.7 is used as the integrated 

development environment for the simulation. 

 

 
Figure 3: Dataset 

Python is used to demonstrate the data set (Figure 3). The 

number of rows and columns in the dataset may fluctuate 

greatly. Each column contains the actual names of the 

characteristics being tracked.   
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Figure 4: Y test 

Figure 4 displays the results of a y test performed on this 

data set. Only 23% of the whole dataset is utilised for training 

purposes. 

 
Figure 5: Confusion matrix heat map 

Figure 5 displays confusion matrices for heat maps 

created using the ANN deep learning classification approach. 

It is a NN matrix used to evaluate the efficacy of a 

classification system. 

 

Table 1: Simulation Results 

 

Sr. No. Parameters Value (%) 

1 Precision 99.99 

2 Recall 99.99 

3 F_Measure 99.99 

4 Accuracy 99.99 

5 Classification Error 0.01 

6 Sensitivity 99.99 

7 Specificity 99.99 

 

Table 2: Result Comparison 

Sr. 

No 

Parameter Previous 

Work [1] 

Proposed 

Work 

1 Accuracy 99% 99.99% 

2 Classification 

Error 

1% 0.01% 

 

 
Figure 6: Accuracy Result graph 

The precision is graphically shown in Figure 6. The 

planned work was more precise than previous efforts.  

IV. CONCLUSION 

 

In order to detect attacks on specific applications or 

computers, network administrators developed intrusion 

detection systems, often known as IDSs. A network intrusion 

system guards the cyber environment from potential threats. 

An attack prediction strategy may be obtained by the use of 

AI, ML, or deep learning. This research introduces an artificial 

neural network method for employing an intrusion detection 

system to foretell cyberattacks. The Python Spyder 

programme is used to carry out the simulation. By using the 

suggested ANN approach, we are able to reduce the average 

classification error to 0.01%, for a total accuracy of 99.99%. 
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