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Abstract-- Intrusion detection is one of the important 

security problems in today’s cyber world.Countless 

procedures have been created which depend on AI draws 

near. So for recognizing the interruption we have planned the 

AI calculations. By utilizing the calculation we figure out 

interruption and we can recognize the assailant's subtleties 

too. IDS are chiefly two sorts: Host based and Organization 

based. ANetwork based Intrusion Detection System (NIDS) is 

generally positioned at network focuses, for example, a door 

and switches to check for interruptions in the organization 

traffic. This paper presents an efficient machine learning 

technique for network intrusion detection system for cyber 

security application. 
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I. INTRODUCTION 

A cyber attackcan be utilized by sovereign states, people, 

gatherings, society, or associations, and it might start from 

an unknown source. An item that works with a digital 

assault is some of the time called a digital weapon. A digital 

assault might take, modify, or obliterate a predefined focus 

by hacking into a powerless framework. Digital assaults can 

go from introducing spyware on a PC to endeavoring to 

obliterate the foundation of whole countries. Lawful 

specialists are looking to restrict the utilization of the term 

to episodes causing actual harm, recognizing it from the 

more normal information breaks and more extensive 

hacking exercises. 

 

Figure 1: Attack system. 

Things have advanced because of the intermingling of 

different innovations, continuous investigation, AI, 

omnipresent registering, item sensors, and inserted 

frameworks. Customary fields of implanted frameworks, 

remote sensor organizations, control frameworks, 

mechanization (counting home and building robotization), 

and others all add to empowering the Web of things.  

 

In the customer market, IoT innovation is generally 

inseparable from items relating to the idea of the "shrewd 

home", including gadgets and apparatuses (like lighting 

apparatuses, indoor regulators, home security frameworks 

and cameras, and other home machines) that help one or 

more normal biological systems, and can be controlled by 

means of gadgets related with that environment, like PDAs 

and savvy speakers. The IoT can likewise be utilized in 

medical services frameworks. 
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II.     METHODOLOGY 

 

 

Figure 2: Flow Chart 

Steps- 

 Firstly, download the dataset from KDD dataset 

kaggle website, which is a large dataset provider 

company for research. 

 Now preprocessing of the data, here handing the 

missing dataset. Remove the null value or replace 

from common 1 or 0 value. 

 Now apply the classification method based on the 

machine learning approach. The Decision Tree (DT) 

with C4.5 machine learning method is applied. 

 Now check and calculate the performance parameters 

in terms of the precision, recall, F_measure, accuracy 

and error rate.  

It is fundamental hub that is adjusted as to such an extent 

that the entropy diminishes with parting downwards. This 

essentially implies that the more parting is done properly; 

coming to a distinct choice becomes simpler. 

In this way, we really look at each hub against each 

parting probability. Data Gain Proportion is the proportion 

of perceptions to the absolute number of perceptions (m/N 

= p) and (n/N = q) where m+n=Nm+n=N and p+q=1p+q=1.  

Subsequent to parting in the event that the entropy of the 

following hub is lesser than the entropy prior to parting and 

in the event that this worth is the least when contrasted with 

all conceivable experiments for parting, then the hub is 

parted into its most perfect constituents. 

1. Check for the above base cases. 

2. For each attribute a, find the normalised information 

gain ratio from splitting on a. 

3. Let a_best be the attribute with the highest normalized 

information gain. 

4. Create a decision node that splits on a_best. 

5. Recur on the sublists obtained by splitting on 

a_best, and add those nodes as children of node. 

Advantages of C4.5 over other Decision Tree systems: 

1. The algorithm inherently employs Single Pass 

Pruning Process to Mitigateoverfitting. 

2. It can work with both Discrete and Continuous Data 

3. C4.5 can handle the issue of incomplete data very 

well 

We should also keep in mind that C4.5 is not the best 

algorithm out there but it does certainly prove to be useful 

in certain cases. 
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III. SIMULATION RESULTS 

The implementation of the proposed algorithm is done 

over python spyder 3.7.  

The sklearn, numpy, pandas, matplotlib, pyplot, seaborn, 

os library helps us to use the functions available in spyder 

environment for various methods like decision tree, random 

forest, naive bayes etc. 

 
Figure 3: Dataset 

Figure 3 is showing the KDD data set. This dataset 

contain the total 999 datas with 42 coloum features like 

'duration' real 'protocol_type' {'tcp','udp', 'icmp'} 'service' 

'flag' 'src_bytes' real 'dst_bytes' real 'land' {'0', '1'} 

'wrong_fragment' real 'urgent' real  'hot' etc. 

 
Figure 4: Confusion Matrix 
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Figure 4 is showing the confusion matrix. A confusion 

matrix is a table that is often used to describe the 

performance of a classification model (or "classifier") on a 

set of test data for which the true values are known. The 

confusion matrix itself is relatively simple to understand, 

but the related terminology can be confusing.  

TP: True Positive: Predicted values correctly predicted 

as actual positive 

FP: Predicted values incorrectly predicted an actual 

positive. i.e., Negative values predicted as positive 

FN: False Negative: Positive values predicted as 

negative 

TN: True Negative: Predicted values correctly predicted 

as an actual negative 

 
Figure 5: ROC 

The figure 5 is showing the Receiver Operating 

Characteristic Curves (ROC) is a plot of signal (True 

Positive Rate) against noise (False Positive Rate). 

Table 1:  

Simulation Result of DT with C4.5 

Sr. No. Parameters Proposed Method (%) 

1 Precision  97.6 

2 Recall  95.3 

3 F-measure 96.4 

4 Accuracy  96.3 

5 Error Rate 3.5 
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Table 2:  

Result Comparison 

Sr. No. Parameters Previous work [1]  Previous work [2] Proposed Work 

1 Methodology  CNN LSTM  DT with C4.5  

2 Precision (%)  NA  63.76  97.6 

3 Recall (%)  NA  66.36  95.3 

5 F-measure (%)  NA  65.04  96.4 

6 Accuracy (%)  91.66  91.63  96.3 

7 Error Rate(%)  8.34  837  3.5 

 

 

Figure 6: Accuracy comparison 

Table 2 is showing the results comparison of the 

previous and proposed research works.  

It is clear from the previous and proposed work 

performance parameters result calculation, the proposed 

work is achieving significant better results than existing. 
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IV. CONCLUSION 

This paper presents an efficient machine learning 

technique for network intrusion detection system for cyber 

security application. The dataset is taken from the KDD 

dataset kaggle. Precision value of existing results is 63.76 

and 85.82% while proposed work achieved 97.6%. The 

recall value achieved by proposed technique is 95.3% while 

previous achieved is 66.36 and 84.49%. The f measure 

value is 96.4% and error rate is 3.5% by proposed 

technique while previous results is 65.04 and 85.14% of 

Fmeasure and 8 and 16% is error rate. Finally the accuracy 

achievement is 96.3% by the proposed methodology while 

previous accuracy value is 91.63 and 83.58%. 
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