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Abstract— The design of 32 bit ASIC processor core by using Microprocessor Without Interlocked Pipeline Stages (MIPS) with the essence of Super Harvard Architecture (SHARC) is proposed. It was implemented in Very High Speed Integrated Circuit HDL language to reduce the instruction set present in the programmable memory. In this processor design, the sub module adder is designed as advanced Carry Select Adder (CSLA), instead of Ripple Carry Adder (RCA) which reduces the clock period, and response time of system. MIPS pipelining methodology will support the parallel execution of instructions. As the result processor turnaround time value decreases and throughput increases. We have implemented the system in Xilinx ISE 9.2i tool. This design is possible to be dumped on Spartan 3E FPGA kit.
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I. INTRODUCTION

Nowadays, ASIC based microprocessors are used in a variety of electronic gadgets such as personal computers, cell phones, and robots. These microprocessor includes millions of components which does the memory transfer from one to the other. As per the growing technology, the size of processor is smaller and so many portable devices are manufactured. Because memory was expensive in old days, designer of digital system enhanced complication of instruction to reduce program length. Tendency of complication instruction design brought up one traditional instruction design style, which is named as “Complex Instruction Set Computer-CISC” structure. Comparing to CISC, MIPS Processor’s CPU have more advantages, such as faster speed, simplified structure, easier implementation. MIPS is an extensive use in embedded system. Due to this reason, developing ASIC with MIPS structure is necessary choice.

Addition usually impacts widely the overall performance of digital systems and a crucial arithmetic function. In electronic applications adders are most widely used. Applications where these are used are multipliers, DSP to execute various algorithms like FFT, FIR and IIR. Wherever concept of multiplication comes adders come in to the picture.

As we know millions of instructions per second are performed in microprocessors. So, speed of operation is the most important constraint to be considered while designing multipliers. Due to device portability miniaturization of device should be high and power consumption should be low. Devices like Mobile, Laptops etc. require more battery backup. So, a VLSI designer has to optimize these three parameters in a design. These constraints are very difficult to achieve so depending on demand or application some compromise between constraints has to be made. Ripple carry adders exhibits the most compact design but the slowest in speed. Whereas carry look ahead is the fastest one but consumes more area.

Carry select adders act as a compromise between the two adders. In 2002, a new concept of hybrid adders is presented to speed up addition process by Wang et al. that gives hybrid carry look-ahead/carry select adders design. In 2008, low power multipliers based on new hybrid full adders is presented in.

The main aim of the project is to give a view regarding a processor core design that includes essence of both SHARC &MIPS that leads to fastest processor for ASIC applications.

In this processor design Ripple Carry Adder (RCA) is replaced by a Carry Select Adder (CSLA), which reduces the clock period. The main module processor, it’s sub module ALU, and it’s sub module CSLA design flow is as shown in the Fig: 1.1. The objective of this work is not the development of a new architecture, this work aims to study and combine the different advanced methodologies to design ASIC processor core which reduces the turnaround time to give high throughput. This result leads towards design of high speed ASIC processor. To reach this main objective of this paper we have designed the architecture (Block diagram) of 32 bit MIPS processor and individual modules of the processor are implemented by using VHDL (Behavioral and Dataflow functional description). Individual modules are integrated by using Structural architecture style of VHDL, and instead of Ripple Carry Adder (RCA) a Carry Select Adder (CSLA) is used.
The rest of the paper is organized as follows. In section 2, a brief about SHARC, MIPS Pipelining methodology is discussed. In the same section CARRY Select Adder (CSLA) is introduced. In Section 3 working principle and block diagram representation of new designed ASIC processor is explained. Section 4 provides the results obtained. Section 4 concludes the paper.

II. DESIGN ARCHITECTURE

(a) SHARC:

There are basically three types of digital computer architecture as follows.

1. Von Neumann
2. Harvard Architecture
3. SHARC

The von Neumann Architecture is named after the mathematician and early computer scientist John von Neumann. Von Neumann machines have shared signals and memory for code and data. Thus, the program can be easily modified by itself since it is stored in read-write memory. This architecture has only one bus which is used for both data transfers and instruction fetches, and therefore data transfers and instruction fetches must be scheduled - they cannot be performed at the same time.

The name Harvard Architecture comes from the Harvard Mark I relay-based computer. The most obvious characteristic of the Harvard Architecture is that it has physically separate signals and storage for code and data memory. It is possible to access program memory and data memory simultaneously.

SHARC stands for Super Harvard Architecture/ Super Harvard Single Chip Computer. It means more than one set of addresses and data buses. In this program memory configurable as program and data memory parts, which supports processing instruction level parallelism as well as memory access parallelism as shown in the Fig. 2.1 This SHARC processor has built-in support for loop control. Up to 6 levels may be used, avoiding the need for normal branching instructions and the normal bookkeeping related to loop exit.

SHARC processor family targets applications ranging from consumer, automotive, and professional audio, to industrial, test and measurement, and medical equipment.

(b) MIPS PIPELINING:

MIPS (originally an acronym for Microprocessor without Interlocked Pipeline Stages) is a reduced instruction set computer (RISC) instruction set architecture (ISA) developed by MIPS Computer Systems (now MIPS Technologies). Another informal full name is Millions of instructions per second. It has load store architecture. The MIPS pipelined processor involves five steps as shown in the Fig: 2.2. The division of an instruction into five stages implies a five-stage pipeline. The execution of an instruction in a processor can be split up into 5 stages as follows.

The MIPS Instruction format allows the CPU to load up the instruction and the data it needed in a single cycle, whereas some other processors requires separate cycles to load the opcode and the data. This was one of the major performance improvements that MIPS offered. Design flow of MIPS pipelining while executing the instructions is as shown in the Fig.2.3

In this design we can avoid interlocks while executing the instructions. Hence parallel execution of instruction will results reduction in turnaround time. This concept can be illustrated by using Fig.3.1
This MIPS technology delivers low power consumption. It requires smaller silicon area than other CPU’s. Several optional extensions are available. The MIPS instruction format allows the CPU to load up the instructions and the data it needed in a single cycle.

(C) CARRY SELECT ADDER:

Binary addition is a fundamental operation in most Digital Circuits. There are a variety of adders, each has certain performance. Each type of adder is selected depending on where the adder is to be used. In digital adders, the speed of addition is limited by the time required to transmit a carry through the adder. Carry Select Adder (CSLA)[2] is one of the fastest adders used in many data-processing processors to perform fast arithmetic functions.

The basic idea of the carry-select adder is to use blocks of two ripple-carry adders, one of which is fed with a constant 0 carry-in while the other is fed with a constant 1 carry-in as shown in the Fig.2.5.
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• R-Type: contains all instructions that do not require an immediate value or memory address to specify an operand. This includes arithmetic and logical instructions.
• I-Type: contains the instructions that must operate with a 16-bit immediate operand.
• J-Type: composed of two direct jump instructions. These instructions require a 26-bit memory address to specify their operands.

Each individual modules of the processor is implemented using VHDL (Behavioral and Dataflow functional description). Individual modules are integrated using Structural architecture style of VHDL and then Simulated.

Here we concentrated on the sub module called ALU in which general Ripple Carry Adder (RCA) is replaced by a high speed Carry select Adder (CSLA) (Fig:1.1).

It is because; the MIPS microprocessor instructions only go through the ALU once and never after a memory access. If an operand from memory is required it is loaded into the register bank first and only then used in subsequent operations. This allows the creation of a very simple architecture which is easy to pipeline. The designed 32 bit MIPS architecture (Block Diagram) by using five stage pipelining technology is as shown in the Fig: 3.3.

![Fig: 3.3 Block Diagram Representation of MIPS Architecture](image)

IV. RESULTS

In this section simulation of MIPS instruction types is discussed and their related results are produced.

(i) Immediate Type:

I-type is used for the Load and Stores instructions. A load instruction loads a value from memory into a register. A store instruction stores a value from a register to memory. The load and store instructions use the sum of the offset value in the address/immediate field and the base register in the $rs field to address the memory.
Branch instructions (e.g. beq, bne) are I-type instructions which use the addition of an offset value from the current address in the address/immediate field along with the program counter (PC) to compute the branch target address; this is considered PC-relative addressing.

**Arithmetic Addition:**

Mnemonic – add $r1, $r2, 32.

\[ r1 = r2 + 32. \]

Here the binary instruction for immediate addition is

<table>
<thead>
<tr>
<th>Opcode</th>
<th>rs</th>
<th>rd</th>
<th>immediate value</th>
</tr>
</thead>
<tbody>
<tr>
<td>001001</td>
<td>0011</td>
<td>01001</td>
<td>00000</td>
</tr>
<tr>
<td>31</td>
<td>26</td>
<td>21</td>
<td>15</td>
</tr>
</tbody>
</table>

Load operation load the data from data memory to register as Shown in Fig: 6.1

**Jump Type:**

**J-type** is used for the Jump instructions.

**Unconditional Jump:**

Mnemonic – j 44

Here the binary instruction for store operation is

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Instruction index</th>
</tr>
</thead>
<tbody>
<tr>
<td>000110</td>
<td>00000</td>
</tr>
<tr>
<td>31</td>
<td>26</td>
</tr>
</tbody>
</table>

Jump operation jumps to the target address as shown in Fig: 6.2

**Conditional Jump:**

Mnemonic- JZ 24

Here the binary instruction for store operation is

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Instruction index</th>
</tr>
</thead>
<tbody>
<tr>
<td>001110</td>
<td>00000</td>
</tr>
<tr>
<td>31</td>
<td>26</td>
</tr>
</tbody>
</table>

If the result of previous instruction is zero then jump to the address 24 as shown in the Fig: 6.3
(iii) Register Type:

R-type is used for Arithmetic instructions. Arithmetic instructions or R-type include: ALU Immediate (e.g. addi), three-operand (e.g. add, and, slt), and shift instructions (e.g. sll, srl).

Complement Condition:

Mnemonic: NOT1 $r1 $r2 $r3

$r1 = complement of $r2

Here the binary instruction for store operation is

<table>
<thead>
<tr>
<th>Opcode</th>
<th>rs</th>
<th>rd</th>
<th>rt</th>
<th>sa</th>
<th>function</th>
</tr>
</thead>
<tbody>
<tr>
<td>001110</td>
<td>00000</td>
<td>00000</td>
<td>00000</td>
<td>00000</td>
<td>0000000</td>
</tr>
</tbody>
</table>

31 26 15 0

Here the data 1 i.e., 00000000000000000000000000000010 is complemented as 11111111111111111111111111111101 as shown in the Fig: 6.4

The processor core is designed using the VHDL and verified its instruction set. In this the SHARC architecture allows for a wide range of implementations, from cost-constrained microcontrollers to supercomputers. The usage of Carry Select Adder (CSLA) leads to reduction in clock period and response time, which increases the speed performance of the processor and results high throughput. In this project the IP core can be used anywhere, for example this architecture is generally used in ASIC processors.
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