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Abstract— In Video Surveillance System, the surveillance 

of video in its different application such as performing real 

time online event detection, crime prevention, scene analysis 

and offline analysis and retrieval of interested events requires 

very huge computation and memory too. Key frame 

Extraction (KFE) is selection of frames which represents the 

object moves and changes in subsequent frames in the video. 

KFE may be used as pre-processing in surveillance 

application. Changes in frames are decided on the basis of 

frame’s features. To describe frame in better way, more than 

one feature are used. Visual Feature Differences are found 

which are calculated by considering local threshold and 

Frame Difference is by considering global threshold. Three 

features are calculated for finding Frame Difference. Three 

feature differences are then aggregated using aggregation 

functions. Different Weights for different features are set 

according to the contribution of corresponding feature in 

finding frame difference to get better results.  

Keywords— Aggregation Function, Feature Extraction, 

Key frame, Thresholds, Video Summarization. 

I. INTRODUCTION 

In Video Surveillance, Video analytics applications are 

mainly based on video processing. Videos may possess 

redundancy and useless data which is not required to be 

processed. In video processing, to reduce computation and 

computation time using less memory selection of cream of 

video is required. Among the key elements for the success 

of surveillance applications is how to effectively and 

efficiently manage and store a huge amount of visual 

information and providing efficient access to the stored 

data. To store this huge video data required memory space 

is very large. For the storage of this large data information 

in minimum space and make this data storage efficient, 

there is a need of abstract version of the video data which 

describes total scene. ‗Video Abstraction‘ is the 

corresponding research area and key frame extraction is 

core part of it. A good video abstract will enable to gain 

maximum information about the video sequence in a 

specified time or sufficient information in the minimum 

time. 

Two main methods of video abstraction are there; first 

one is ‗Key Frame Extraction‘ and another is ‗Video 

Skimming‘.  

Former is static way and its output is set of still images 

from the original video and is better for video 

summarization than later one which is dynamic and whose 

output is a video clip of the original video. Key frame 

extraction can be used as a pre-processing step in video 

analytics applications which suffer from the problem of 

processing large number of video frames. Key frames are 

video representative as they hold most important content of 

the video. Key frames helps to get maximum information 

in minimum time. 

In the proposed method KFE is done by finding 

subsequent frame differences. Frame difference is 

calculated by finding feature differences. Different features 

describe frame in different way, so to find more accurate 

frame difference more than one feature are considered and 

feature differences are calculated. 

This paper is structured as follows, section 2 discuss 

about literature review. Section 3 describes the KFE with 

the help of proposed methodology. Section 4 discuss about 

calculation of different features and feature difference. 

Section 5 gives the details about aggregation function used 

for aggregating feature differences to find frame difference. 

Key frame selection is discussed in Section 6. Section 7 is 

about experimentation and respective results. Finally, 

conclusion is drawn in section 8. 

II. LITERATURE  REVIEW 

This Section deals with the various methods used and 

introduced in area of video abstraction. 

Static and Dynamic are two kinds of video abstraction 

methods. As discussed above, key frame Extraction is static 

and it generates a set of key frames selected from video, 

whereas video skimming generates a short video sequence 

with extracted audio features. 

There are different techniques for key frame selection 

one of them is by computing subsequent frame difference 

exceeds threshold. Various frame difference measures are 

used such as low level features measure, geometrical 

information measure [2]. Video is represented by a 

trajectory curve, and frames at discontinuous points on 

curve are selected as key frames [13]. Adaptive Sampling 

Algorithm selects the key frames by uniformly sampling 

the y-axis of the curve of cumulative frame difference and 

the resulting sampling on x-axis represents the key frame. 
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Clustering is the second most important method for key 

frame extraction. Clustering is based on similarity 

measures and selects one key frame per cluster. In this 

method mostly researchers    consider video frame as point 

in feature space [9]. In [12] sequential clustering method is 

used that assigns the current frame to existing cluster if 

there similarity is maximum and exceeds threshold, 

otherwise create a new cluster. Dominant set clustering is 

one another novel method for key frame extraction [9]. In 

[11], Clustering based on mutual information curve 

approach is presented. In this approach, probability density 

and entropy value of two successive frames are computed 

based on RGB color space. Frames are clustered according 

to the mutual information curve after building a mutual 

information curve for all consecutive frames.  

A hybrid user attention model is illustrated in [11], 

which includes visual as well as audio features in video 

summarization. [17] Gives a max-min distortion 

optimization method to extract key frames from video. 

They address the problem by pre determined number of 

frames that minimizes the temporal distortion and adopted 

dynamic programming technique to optimize the process. 

Object based video abstraction, content based video 

abstraction are some other techniques for key frame 

generation [1]. Different visual attention model provides a 

well defined semantic of video content. [10] Gives saliency 

based visual attention model, where saliency map can be 

indication of the attention model for determination of the 

key frames. In intelligent video applications, the combines 

several different representative feature maps into single 

saliency map. To deal with the problem of contextual 

attention understanding, a well-defined contextual attention 

model based on human perceptual characteristics is 

presented in [3]. They presented a novel attention-based 

key frame extraction system by using both the object-based 

visual attention model and contextual attention-model and 

integrate the object-based visual attention map and the 

contextual on-going outcomes. This model determines the 

human perceptual characteristics as well as the type of 

interested video content effectively. 

KFE based on frame difference is quiet easy method. 

These methods do not consider temporal information but 

preserves them. Clustering is similarity measure based 

method of KFE. Clustering generates less redundancy as 

compared to consecutive frame difference method. This 

does not consider temporal information and may not 

preserve temporal visual sequence. One more limitation of 

clustering is, cannot be implemented until all frames in 

video sequence are analyzed.  

Some of the techniques given above use Region of 

Interest (ROI) based key frame extraction to find 

semantically relevant key frames. 

III. METHODOLOGY 

A standard video abstraction by Key Frame Extraction 

method selects salient frames and generates a set of key 

frame. This method is based on frame difference strategy of 

finding key frames. The method explained below is 

referred to [2] with some changes. 

A video (V) to be summarized contain N frames. 

V= {Ftn},                                      n=0, 1, 2....N                (1) 

Where, Ft –frame in video at time t. 

 t – Unit time for single frame generation. 

KF= {KFm},                 m= 0, 1, 2,...M  and 1≤M≤N       (2) 

Where,  

KFm-  m
th 

Selected Key Frame. 

The proposed method in [2] is poured into following 

algorithm. 

Algorithm 1: 

Pre requisite is divide video into frames. 

Input: Candidate frames: Fi  i=1, 2, 3.....n 

 

Key Frames: KFj,        j=1, 2, 3, ....m; 

D: Frame Difference. 

: Pre-defined threshold 

Flag – set to 1 if KF is newly generated  

 

Step 1: Select F1 as KF1 

 flag=1; 

KF1=F1; 

 i=i+1; 

Step 2:   if(i≤n) 

      D=Frame Difference (Fi, KFj,flag ) ; 

else 

      goto Step 5; 

Step 3:  if (D) 

       j=j+1; 

       KFj=Fi; 

       i=i+1; 

       flag=1; 

 else 

      flag=0; 

     i=i+1; 

    goto step 3; 
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Algorithm 2: Frame Difference (Fi, KFj,flag )  

 

Input: Current Candidate frame (Fi) 

            Current Key Frame (KFj)  

            Flag; 

Step 1: if (Flag==0) 

   goto Step 2. 

            else 

                 Hkf=histogram (KFj); 

                 Mkf=MOI(KFi); 

 

Step 2: Hf=histogram(Fi); 

Mf=MOI(Fi); 

 

Step 3:   H=histogram_difference(Hkf,Hf); 

              M=MOI_difference(Mkf,Mf); 

C=correlation(KFj,Fi); 

Step 4: CWMWHWdifference 321  ;                   (3) 

 Return(Difference); 

_______________________________________________ 

Algorithm1 describes the overall methodology to select 

key frame.  

IV. FRAME DIFFERENCE 

Every feature describes unique characteristics of image; 
to find frame difference single feature is not enough. Three 

different features are extracted from frames, viz. 

Histogram, Moment of inertia and Correlation, where 

correlation finds similarity between two frames. Former 

two features are widely used for finding frame difference 

between two frames in key frame extraction methods. 

Frame is first divided into ―Ts (size: mn)‖ non- 

overlapping sections while finding feature differences; 

consequently reduces computing complexity and time. 

Each feature difference is computed between each 

corresponding sections of two images and then finally 

aggregates these values to find final frame difference 

between two frames. 

A. Colour Histogram Difference 

Colour Histogram difference estimates the frame 

difference based on colour [2]. This measure is selected as 

it is simple and its robust nature towards small changes in 

camera motion. This difference is computed over HSV 

colour model instead of RGB. HSV has the ability to 

provide sensitive representation of colour closer to human 

perception. 

HSV refer to the hue saturation and value, where value 

gives the strength of brightness, also called as HSB. This 

helps in finding the lightening effect change in between 

frames. Colour histogram frame difference is calculated in 

two parts, calculation of histogram and finding difference. 

Histogram is calculated in 5 steps as follows: 

Step1: Convert RGB values of frame into HSV by using 

following formulae:  

 
 BGR

BG
Hue






2

3
arctan                                   (4) 

),,max(

),,min(),,max(

BGR

BGRBGR
Saturation


                 (5)  

),,max( BGRvalue                                                   (6) 

Step2: Draw colour histograms of each hue, saturation and 

value component. 

Step3: colour quantization: to reduce size of the colour 

histogram, hue component histogram is reduced to 16 bins 

and other two are reduced to 8 bins each. 

Step4: Normalization of HSV components in the range 0-1. 

Step5: Combination of three histograms to form a single 

histogram of size 32 bin. 

Step6: Obtain histogram difference between corresponding 

sections of the frame by using Euclidean distance. 

  



32

1

2'' )(),(
i

tttt iHiHffH                             (7) 

Where, Ht – histogram of t
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B. Moment of Inertia Difference 

Three moments of inertia viz. mean, variance and 

skewness, for each colour channel are used for calculation 

of 9 moments of each section of fame. For frame f, t
th

 

section and colour channel c and mean saturation and 

skewness values are computed as in [2][16]: 
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The moment of inertia feature vector () of frame f is 

formed by combining these values. Size of this vector is 

9Ts as 9 moments of inertia of Ts sections are combined. 

Feature difference is calculated by using Euclidean distance 

and this feature difference gives moment of inertia 

difference between two frames f and f‘.  
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C. Correlation Difference 

The correlation coefficient computes similarity between 

two frames. Correlation is a pixel wise relation between 

two frames. First divide frames into non-overlapping 

sections. Instead of computing correlation coefficient for 

full frame in a stroke, coefficient is calculated for 

corresponding sections of two frames to be compared and 

one for each colour channel. Let f and f‘ be the two frames 

for the calculation of correlation coefficient. Each frame 

has been divided into ‗‗Ts‘‘ sections of size pxq. Then the 

correlation coefficient for a section ‗‗t‘‘ for frames and for 

colour channel ―c‖ is given by [2]: 
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To compute over all correlation for each colour channel, 

mean of all sections for respective colour channel 

computed above is taken as [2]: 
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The correlation coefficient measure is calculated by 

taking mean of all three colour correlation coefficient. 

.
3
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V. KEY FRAME SELECTION 

Key frame selection depends on calculated frame 

difference. Frame difference is calculated using algorithm1 

and aggregation function in eqn. (3).  This function 

aggregates contributing values of each feature. 

Contributing value is computed on basis of local threshold 

and Feature difference computed as discussed above. Local 

threshold validates the feature difference and make 

corresponding positive contributing value. Contributing 

value for each feature is generated using following 

equations [2].  

hFD
hFD

hFD

ifH
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H
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
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cFD
cFD
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ifC
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C
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






||1
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h,m and c are local thresholds for features histogram, 

moments, correlation respectively. 

VI. EXPERIMENTATION 

The experimental setup consists an Intel Core i3 

processor with 2GB RAM and with windows7 operating 

system. 

Experimentation is carried out over 10 videos with 

different values of threshold parameter to set best value as 

threshold. On the basis of experimentation the probable and 

best suitable value for threshold is 1 to 1.5.Sometimes for 

different kinds of video this value may change. 

Some Sample results are tabulated as shown below: 

 

 

 

 

 



 
International Journal of Recent Development in Engineering and Technology 

Website: www.ijrdet.com (ISSN 2347 - 6435 (Online) Volume 2, Issue 1, January 2014) 

85 

 

TABLE I 

OBSERVATION TABLE 

Video 

(Size 

in sec) 

No. of 

Frame 

 (Size) 

Threshold Key Frames 

Manual Extracted  

1  

(1sec) 
30(7045

76) 

1 8 9 

1.25 4 

1.5 1 

2 

(10 

sec) 

250(160

120) 

1 5 60 

1.5 1 

2 1 

3 

(60 

sec) 

1564 

(720480) 

1 50 80 

1.5 32 

2 25 

4 

(218 

sec) 

5700 

(704576) 

1 150 176 

1.5 160 

2 50 

Frame size of videos used for experimentation in [2] is 

very small (160120); time required for processing video is 

less near about some minutes depends on video size but for 

large frame size (720480) videos this method takes some 

hours and it is insignificant. 

VII. CONCLUSION 

Aggregation function used here to aggregate benefits of 

three different features for key frame selection. Threshold 

value set here may have to change for different videos for 

getting best result, so automatic threshold value generation 

will be focused in future.   

Future work will focus on validating the proposed 

approach on larger scale video datasets and also on 

storyboard generation for better representation of result. 
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